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Abstract
We describe a novel modular system for cross-lingual event extraction for English, Spanish,, Dutch and Italian texts. The system consists
of a ready-to-use modular set of advanced multilingual Natural Language Processing (NLP) tools. The pipeline integrates modules for
basic NLP processing as well as more advanced tasks such as cross-lingual Named Entity Linking, Semantic Role Labeling and time
normalization. Thus, our cross-lingual framework allows for the interoperable semantic interpretation of events, participants, locations

and time, as well as the relations between them.
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1.

News texts report on events happening in the world. How-
ever, alternative sources may provide different perspectives
on a specific topic. These differences can become par-
ticularly interesting when examining them across multi-
ple sources and languages. For instance, they can contain
redundant, incomplete or inconsistent information. Obvi-
ously, it is quite challenging to compare information from
different sources, especially when they are written in dif-
ferent languages.

In this paper, we present a parallel architecture that largely
apply the same linguistic analysis and produce the same
language independent semantic representation. Our infras-
tructure currently integrates four complete NLP pipelines
developed in the framework of the NewsReader project! for
supporting event extraction in four different languages. The
pipelines aim to identify who did what, when and where
for texts written in English, Spanish, Dutch or Italian. The
output of these individual pipelines is intended to be used
as input for a system that obtains event centric knowledge
graphs (Rospocher et al., 2016). As such, all pipelines have
the same semantic core components for recognizing events,
entities, concepts and time expressions, in order to extract
the same language independent semantic representations.
Our pipelines are built as a data centric architecture so that
modules can be adapted and replaced (even from alternative
NLP toolkits and third party tools). All modules behave like
Unix pipes: they all take standard input, do some annota-
tion, and produce standard output which in turn is the input
for the next module. Furthermore, its modular architecture
allows for different configurations and for dynamic distri-
bution of each module in independent machines boosting
the performance of the whole when processing very large
amounts of documents (Agerri et al., 2015).

Introduction

2. Semantic interoperable framework

All modules included in the pipelines produce their output
in the same format: the NLP Annotation Framework (NAF)
(Fokkens et al., 2014). NAF is a standoff layered format

'http://www.newsreader-project.eu
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for a host of different annotations, such as tokens, entities,
predicates, semantic roles and time expressions.

Although NAF harmonizes the output of the different sys-
tem modules, in order to achieve semantic interoperabil-
ity, event information from multilingual sources, entity and
event mentions are projected onto language independent
knowledge representations. Thus, named entities are linked
to English DBpedia entity identifiers through cross-lingual
links existing to the Spanish, Italian and Dutch DBpe-
dia counterparts. Nominal and verbal event mentions are
aligned to abstract representations through the Predicate
Matrix (Lopez de Lacalle et al., 2014; Lépez de Lacalle
et al., 2016a; Lopez de Lacalle et al., 2016b). Time expres-
sions are all normalized to the ISO time format. Finally, we
use the Collaborative Interlingual Index (CILI) to represent
word senses (Vossen et al., 2016).

Consider the following English sentence from a Wikinews
article:

September 17, 2008
Stock markets around the world, particularly those in the
United States, have fallen dramatically today.

In this example, the expression the United States is de-
tected as a named entity of the category LOCATION and is
linked to the http://dbpedia.org/resource/United_States DB-
pedia entry. The predicate fallen and its corresponding ar-
gument argl are linked to FrameNet (Baker et al., 1997),
VerbNet (Kipper, 2005), PropBank (Palmer et al., 2005)
and WordNet (Fellbaum, 1998) according to the predicate
information included in the Predicate Matrix (Lopez de La-
calle et al., 2014). The time expression foday is normal-
ized by reference to 2008-09-17 (the document creation
time). Finally, stock marked is aligned to the concept ili-
30-04323026-n.

Processing the Spanish, Dutch and Italian translation of the
previous example through the corresponding pipelines re-
sults into the same language independent semantic repre-
sentations.



3. English pipeline
The English pipeline? currently provides the following lin-
guistic annotations: document topic identification, Sen-
tence segmentation, tokenization, Part of Speech (POS)
tagging, Lemmatization, Named Entity Recognition and
Classification (NERC), Constituent and Dependency Pars-
ing, Nominal and Event Coreference Resolution, Word
Sense Disambiguation (WSD), Named Entity Disambigua-
tion (NED) and Wikification, Opinion mining, Semantic
Role Labeling (SRL), extraction of Time expressions, Tem-
poral Relations and Causal Relations, and Factuality detec-
tion.
IXA pipes® (Agerri et al., 2014) perform tokenization,
POS tagging, lemmatization, NERC, constituent parsing
and nominal coreference resolution.
DBpedia Spotlight (Mendes et al., 2011) is used to link the
entities detected by the NERC module to DBpedia. More-
over, the pipeline also detects concepts that are relevant and
they are not named entities using a wikification module.
For example, given the example in Section 2., the pipeline
detects stock market as a relevant concept appearing in DB-
pedia.
The SRL module detects predicates and roles of the sen-
tences using the MATE-tools (Bjorkelund et al., 2010)
and it also provides the corresponding interpretations in
FrameNet, VerbNet, WordNet and ESO (Segers et al., 2015;
Segers et al., 2016) using the Predicate Matrix (Lépez de
Lacalle et al., 2014).
Temporal processing aims at identifying temporal con-
straints of the events. It consists of time expression recog-
nition and normalization, and temporal and causal relations
extraction (Mirza and Minard, 2015; Mirza and Tonelli,
2014). In addition to the extraction of temporal relations
as defined in TimeML, the module also identifies temporal
anchoring of events, e.g. the date (explicit in the text or not)
when an event took place or will occur.
We also identify whether an event is certain, probable or
possible, whether it is confirmed or denied, or whether it
takes place in the future or not. The core of the factuality
module is trained on the factuality values from FactBank
v1.0. A rule-based approach exploiting verbal morphology
determines whether the event is situated in the future or not.
Document descriptors are useful in NewsReader to per-
form event coreference. The topic determines the domain
of the document and this information, among other fea-
tures, is used for event coreference resolution (Cybulska
and Vossen, 2013). The module is based on the Multilin-
gual Eurovoc thesaurus descriptors provided by the JRC
Eurovoc Indexer JEX (Steinberger et al., 2012) also in-
cluded in the pipeline.

4. Spanish pipeline
The NLP processing for Spanish* is similar to the English
pipeline as they both share various modules to perform the

processing: the JEX document topic identification module,
the IXA-pipe modules and the WSD, NED, Wikification,

*http://ixa2.si.ehu.es/nrdemo/demo.php
3http://ixa2.si.ehu.es/ixa-pipes/
*http://ixa2.si.ehu.es/nrdemo_es/demo.php
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SRL and Event coreference modules are created in the same
manner. However, for Time expression detection and nor-
malization we use HeidelTime (Strotgen et al., 2013), a
multilingual temporal tagger. Identified temporal expres-
sions are normalized and represented according to TIMEX
annotations (Sundheim, 1996).

We are currently working on modules for factuality detec-
tion and temporal and causal relation extraction for Span-
ish. For the factuality module, we are using the SenSem
corpus (Ferndndez-Montraveta and Vazquez, 2014).

5. Dutch pipeline

The Dutch pipeline® shares the IXA-pipe tokenizer and
WSD tagger with the English and Spanish pipelines. As the
Spanish pipeline, Heideltime is also used for detecting tem-
poral expressions (van de Camp and Christiansen, 2013).
For morpho-syntactic analysis, Alpino (van Noord et al.,
2010) is used. The Dutch SRL module is a Python reim-
plementation of SoNar SRL (Clercq et al., 2012) for event
predicates. As this SRL module does not handle nominal-
izations, we added a separate module to detect the predi-
cates with part-of-speech noun and FrameNet Frames for
one of their senses.

To enable the cross-lingual event mapping, links to com-
mon semantic resources are necessary. Since there are no
predicate models for Dutch, we created a Dutch version
of the PredicateMatrix by using the equivalence relations
between the Dutch and English wordnets. If there is no
match, we used the hypernym relations to infer Frames and
Frame elements from hypernyms. We also exploited the
cross-part-of-speech relation in the Dutch wordnet to obtain
FrameNet data for deverbal nouns. In the Dutch pipeline,
terms are enriched with synsets using the Dutch WSD mod-
ule. For each synset, we integrate the PredicateMatrix data
in the NAF output. Our SRL module outputs propBank
roles for Dutch verbs. Since the Dutch Predicate Matrix
provides mappings between Dutch and English predicates,
PropBank and FrameNet roles, we select the most appro-
priate mappings for each predicate combining the scores of
the WSD system for each synset, the Frames that are most
dominant for each word and the Frame Elements that cor-
respond with the PropBank roles in the SRL layer. These
mappings are applied to the outcome of the SRL labeller
and WSD system resulting in (typically) a set of matching
FrameNet roles.

6. Italian pipeline

The Ttalian pipeline® is composed of modules from the
TextPro tool suite (Pianta et al., 2008), extended by newly
implemented modules and by third-party modules (DB-
pedia spotlight, also present in the English, Spanish, and
Dutch pipelines).

As part of the NewsReader project we have developed mod-
ules for Time Processing in Italian (time expression ex-
traction and normalization, event detection, temporal re-
lation extraction, event factuality and predicate time an-
chor) (Mirza and Minard, 2014). They are based on the

Shttp://kyoto.let.vu.nl/nwrdemo_nl/demo
Shttp://hlt-services2.fbk.eu:8080/nwrDemo/nwr



same methods as those used by the English modules, using
language specific resources and training data.

Since no training annotated corpora exists for Italian
SRL, we implemented a SRL system based on depen-
dency relations (output of the dependency parser mod-
ule), events (output of the event recognition module) and
PropBank-like frames (built automatically using the Multi-
SemCor English-Italian aligned corpus (Bentivogli and Pi-
anta, 2005)). In order to disambiguate predicate senses we
use the version of the MultiWordNet (Pianta et al., 2002)
provided by the Open Multilingual WordNet (Bond and
Paik, 2012). Thus, predicates have external references to
the Colaborative Interlingual Index (CILI). The match is
created based on the lemma and morphological features, as
well as comparing the roles extracted and those represented
in the PropBank-like frames.

7. Evaluation

In order to assess the quality of the multilingual pipelines,
the NewsReader project developed the MEANTIME cor-
pus (Minard et al., 2016), a multilingual corpus contain-
ing intra-document and cross-document event annotations.
The corpus is composed of 480 documents: 120 English
wikinews articles around four topics: “Apple Inc.”, “Air-
bus and Boeing”, “General Motors”, “Chrysler and Ford”,
and “Stock Market” and the translated versions of these ar-
ticles into Dutch, Italian and Spanish. Translations have
been done by professionals at sentence level. The creation
of the corpus ensures access to freely available articles in all
the languages and the option to compare the results of the
NewsReader pipeline in the different languages at a fine-
grained level.

We evaluated the English pipeline on standard datasets and
in the MEANTIME corpus. Table 1 presents the results for
NERC, nominal coreference, semantic role labeling, named
entity disambiguation, temporal processing, factuality and
event-coreference. On standard benchmark datasets our
modules obtain state-of-the-art results. In the MEANTIME
corpus the results are much lower. There are two main rea-
sons for this: on the one hand, some of the modules have
been trained on the same standard datasets. But more im-
portantly, the standard corpora and the MEANTIME corpus
differ on the annotation specification.

We also evaluated the Dutch pipeline on some standard
datasets and in the MEANTIME corpus. Table 2 presents
the results for NERC, semantic role labeling, named en-
tity disambiguation and event-coreference. No results are
provided for nominal coreference, temporal processing nor
factuality. Again, our NERC module now on the Dutch
standard benchmark dataset obtains very high results, im-
proving the current state-of-the-art. As expected and for the
same reasons explained before, in the MEANTIME corpus
the results are much lower. However, we are now able to
provide results for five different tasks. Compared to En-
glish, the Dutch results are lower. However, for NERC, the
Dutch results are slightly better.

We also evaluated the Italian pipeline on some standard
datasets and in the MEANTIME corpus. Table 3 presents
the Italian results for NERC, semantic role labeling, named
entity disambiguation, temporal processing, factuality and
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event-coreference. No results are provided for nominal
coreference. As expected, in the MEANTIME corpus the
results are much lower. However, we are now able to pro-
vide results for seven different tasks. Compared to English,
the Italian results are lower for some tasks. However, for
detecting time expressions, factuality and verbal corefer-
ence, the Italian results are slightly better.

We also evaluated the Spanish pipeline on some stan-
dard datasets and in the MEANTIME corpus. Table 4
presents the Spanish results for NERC, semantic role la-
beling, named entity disambiguation, temporal expressions
and event-coreference. No results are provided for temporal
relations and factuality. Again, as expected, in the MEAN-
TIME corpus the results are much lower. However, we are
now able to provide results for six different tasks. Com-
pared to English, the Spanish results are lower. However,
for NED, the Spanish results are slightly better.

In general, we observe very similar results across languages
when having appropriate linguistic resources and annota-
tion datasets. Detecting time relations and dealing with
verbal coreference seems to be very difficult tasks. How-
ever, we present state-of-the-art results for all tasks. And
for NERC, we improve the current state-of-the-art results.
In summary, we have presented a unique assessment exer-
cise of the current NLP technology. As far as we know, we
carried out the most complete and advanced multilingual
evaluation of NLP pipelines.

8. Conclusions

In the NewsReader project we have developed four NLP
pipelines for event extraction in English, Spanish, Dutch
and Italian. The pipelines aim to identify who did what,
when and where by adopting a common semantic repre-
sentation. Semantic interoperability across the four lan-
guages is achieved by projecting entities, event predicates
and roles, time expressions and concepts to language neu-
tral semantic resources. We have evaluated the pipelines
in standard datasets and in the MEANTIME multilingual
corpus obtaining state-of-the-art results.
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