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● The environment is based in a text adventure game where 
agents can perceive, emote and act and in the meantime talk to 
other agents.

● Implemented using PyTorch library.

● ParlAI framework.



Description of the environment: LIGHT

● Large-scale and configurable text adventure environment
○ To research on learning grounded language and actions

● It features both humans and models as integrated agents by a 
multi-player fantasy MUD (multi-user dungeon)

● Crowdsourced: locations, objects and their affordances, 
characters and their personalities, dialogues and actions

● To train agents and to evaluate them in situ



Related work

 
LIGHT framework 

allows learning from: 
● actions AND
● two-way dialogue

 Other existing 
simulations 

● actions OR
● two-way dialogue

The language:  based on the crowdworkers that participated
● inherit properties of natural language: ambiguity and coreference



Learning methods

Baselines Models

● Information Retrieval
● Starspace
● FastText

Transformer based models

● Transformer Memory Network 
(Generative model)

● BERT Bi-Ranker
● BERT Cross Ranker



Results



Conclusion

●  Analyzed a variety of models and their ability to take advantage 
of the grounding information 

LIGHT platform

Agents can act and speak in a rich and diverse environment of locations, 
objects and other characters


