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Artificial Intelligence
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Artificial Intelligence

HAL's Legacy
2001's Computer as
Dream and Reality

Edited by David G. Stork
Foreword by Arthur C. Clarke

384 pp., 8 x 9 in, Paperback HAL"®S LEGACY
ISBN9780262692113 2001°S COMPUTIER AS DRIEAM AND REALITY
Published: March 2, 1998

Publisher: The MIT Press

EDITLD BY DAVID C. STORK



https://mitpress.mit.edu/author/david-g-stork-2107
https://mitpress.mit.edu/author/arthur-c-clarke-7704

Artificial Intelligence

LOGICAL INFERENCE CHAINS

SEMANTIC PARSING COMMON-SENSE REASONING

PROVERBS PATTERN RECOGNITION
ARITHMETIC TRANSLATION
CODE COMPLETION DIALOGUE
JOKE EXPLANATIONS
READING COMPREHENSION PHYSICS QA

SUMMARIZATION LANGUAGE UNDERSTANDING

540 billion parameters

PaLM: Scaling Language Modeling with Pathways (2022)
Aakanksha Chowdhery, + 67 authors °



Preface

“Cuando creilamos que teniamos todas las
respuestas, de pronto, cambiaron todas las
preguntas.”

- Mario Benedetti

“Just when we thought we had all the answers,
suddenly all the questions changed.”
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History of IA & NLP
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https://en.wikipedia.org/wiki/Turing_test

History of IA & NLP : 35; :
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o 1950 Turing test
o 1956 DSRPAI



https://en.wikipedia.org/wiki/Dartmouth_workshop

History of IA & NLP

1950 Turing test

1956 DSRPAI

1960s Rule-based Al & NLP
1966 ALPAC report



https://en.wikipedia.org/wiki/Dartmouth_workshop
https://en.wikipedia.org/wiki/ALPAC

History of IA & NLP

1950 Turing test

1956 DSRPAI

1960s Rule-based Al & NLP
1966 ALPAC report

1970s Noam Chomsky



https://en.wikipedia.org/wiki/Dartmouth_workshop
https://en.wikipedia.org/wiki/ALPAC

History of IA & NLP

1950 Turing test

1956 DSRPAI

1960s Rule-based Al & NLP
1966 ALPAC report

1970s Noam Chomsky
1992 WordNet



https://en.wikipedia.org/wiki/Dartmouth_workshop
https://en.wikipedia.org/wiki/ALPAC
https://wordnet.princeton.edu/

History of IA & NLP

1950 Turing test
1956 DSRPAI

1960s Rule-based Al & NLP

1966 ALPAC report

1970s Noam Chomsky

1990s Statistical Al & NLP, Machine Learning

2010s Neural Al & NLP
2013 Word Embeddings, 2017 Transformers, 2018 BERT, 2022 ChatGPT, ..

20XXs? AGI (singularity)



https://en.wikipedia.org/wiki/Dartmouth_workshop
https://en.wikipedia.org/wiki/ALPAC




New Al paradigm

Accelerated discovery cycle
Impressive progress
Superior to humans in many tasks
Deep and reinforcement learning
Deep neural networks
Application in Language, Vision, Robotics
Require
Experts, Supercomputing, Data
LLaMA-2 (70B) : 1.7M GPU hours A100-80Gb (~ 1000 A100 71 days)



https://arxiv.org/abs/2307.09288

Deep Learning: HPC

DEEP LEARNING - A NEW COMPUTING MODEL

“Training”

T8 or PB of
training data

\(

Ground Truth
Labels

J

“Inference”

4
.

“SUPERHUMAN" RESULTS
SPARK HYPERSCALE ADOPTION

ImageNet — Accuracy %

From Andy Steinbach (NVIDIA, 2016)




Deep Learning: HPC

In a gold rush for compute, companies build bigger than national supercomputers

“We think the most benefits will go to whoever has the biggest computer” - Greg Brockman, OpenAl CTO

Current NVIDIA A100 GPU count Future NVIDIA H100 GPU count

i :
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https://www.stateof.ai/
https://eurohpc-ju.europa.eu/about/our-supercomputers en



https://www.stateof.ai/
https://eurohpc-ju.europa.eu/about/our-supercomputers_en

eep Learning: HPC

https://www.visualcapitalist.co
m/cp/charted-history-expone
ntlol—qrowth—|n—o|—computot|
on

The rise of artificial intelligence over the las

t 8 decade
computation has increased, Al systems have become more powerful

As training | SHgIE
in Data

The color indicates the domain of the Al system: ®Vision ® Games ® Drawing ® Language ® Other

Shown on the vertical axis is the training computation
that was used to train the Al systems.

Minerva: built in 2022 and lralned on 2 thvon pelaFLOP

10 billion petaFLOP PaLM

lege lev
: built in 2022 and trained on 2 .5 billion pe‘aFLOP -
t, jok effect, and m

(«,monratmm is measuredin floating point operations (FLOP)
e FLOP is equivalent to one addition, subtractior
mmujh ation, wo decimal numbers

100 million petaFLOP
s shown on a loy
grid-line to the
= in training comp

1 million petaFLOP

or division

rithmic scale, so that
tit shows a 100-fold
ation.

AlphaGo defeated 1-time champion Lee Sedol at the ancient and highly
complex board ame Go. The best Go players are no longer human.

A|DhaFold 2020; 100 000 petaFLOP

DA
DALLE can generate high-quality images from written descriptions.

NEO:
Recommendation systems like Facebook's NEO determine wh
your social media feed, online shopping, streaming services, and more.

text
y
GPT-3: 2020; 314 million petaFLOP -
GPT-3 can produce high-quality text that is
often ndisthguishable rom hsan wiiting
L-E: 2021; 47 million petaFLOP

GPT-3

2021; 1.1 million petaFLOP
at you see on

AlphaGo: 2016; 1.9 million petaFLOP

10,000 petaFLOP Ipl major g
MuZero: 2019; 48,000 petaFLOP

MuZerois assi at achieved

p roblem in biology.

chess, and shogi Uupnnese chess7 — all without ever being told the rules.

100 petaFLOP

AlexNet: 2012; 470 petaFLOP—

A pivotal early “deep learning” system, or neural network with many layers, that
2 ize i f obje dogs and human e

1 petaFLOP = 1 quadrillion FLOP

10 trillion FLOP
TD-Gammon learned to play backgammon at @ high
level, just below the top human players of the time.

100 billioh, FLOP NetTalk: 198781 billion FLOP @
NetTalk was able to learn to pronounce some English text by being given
text as input and matching it to phonetic transcriptions. Among its many
limitations, it did not perform the visual recognition of the text itself.

TD-Gammon: 1992; 18 trillion FLOP ®

NPLM o B

Decision tree
LSTMg .

® LeNet-5

® RNN for speech

1 billion FLOP Q2ndemonium (Morse) ® System 11
Samuel Neural Checkers
® Back-propagation
‘Neocognitron: 1980; 228 million FLOP
il precursor of modern vision systems. It could recognize
10 millonkLOR ‘handwritten Japanese characters and a few other patterns.
® Fuzzy NN
® Perceptron Mark I: built in 1957/58; 695 ouo FLOP
d the first artificial the left side
100,000 FLOP from those marked on the right, but it could ol recognize many other types of patters
® ADALINE: built in 1960 and trained on around 9,900 FLOP
An early single-layer artificial neural network.
1,000 FLOP
® Theseus: built in 1950 and trained on around 40 floating point operations (FLOP)
10 FLOP Theseus was a small robotic mouse, developed by Claude Shannon,

that could navigate a simple maze and remember its course.

re Deep Learning Era
The first electronic computers
were developed in the 19405

1960 1970

1956: The Dartmouth workshop on Al, often
seen as the beginning of the field of Al research

1940 1950 1980

Training computation grew in line with Moore’s law, doubling roughly every 20 months.

1990

Deep Learning Era
Increases in training computation
accelerated, doubling roughly

ery 6 months.

' 2000 2010

1997: Deep Blue beats world
chess champion Garry Kasparov

2020

The data on training computation is taken from Sevilla et al. (2022) - Parameter, Compute, and Data Trends in Machine Learning.

Itis estimated by the authors and comes with some uncertainty. The authors expect the
OurWorldinData.org - Research and data to make progress against the world's largest problems.

ates to be correct within a factor of two,

Licensed under CC-BY by the authors
Charlie Giattino, Edouard Mathieu, and Max Roser



https://www.visualcapitalist.com/cp/charted-history-exponential-growth-in-ai-computation/
https://www.visualcapitalist.com/cp/charted-history-exponential-growth-in-ai-computation/
https://www.visualcapitalist.com/cp/charted-history-exponential-growth-in-ai-computation/
https://www.visualcapitalist.com/cp/charted-history-exponential-growth-in-ai-computation/

Deep Learning: Data

Volume of data/information *
created, captured, copied, and e
consumed worldwide from 2010 o
to 2020, with forecasts from &
2021 to 2025 (in zettabytes) )
2010 2011 2012 2013 2014 2015 2016 2017 2018* 2019* 2020* 2021* 2022* 2023* 2024* 2025*
© Statista 2023 &
© Additional Information Show source @

https://www.statista.com/statistics/87 1513/worldwide-data-created/ e


https://www.statista.com/statistics/871513/worldwide-data-created/

Deep Learning: Data

Every minute of the day in 3.67M
Internet 2022 ...

minute
9 OF THE DAY

https://localiq.com/blog/what-happens-in-an-internet-minute/



https://localiq.com/blog/what-happens-in-an-internet-minute/

Deep Learning: Data

Information overload
infobesity, infoxication!




Deep Learning: Data

Information overload
infobesity, infoxication!
by Bertram Gross, The Managing of

Organizations. The administrative The |
MANAGING of

struggle (1964) ORGANIZATIONS




Deep Learning: Data

Information overload

infobesity, infoxication!

by Bertram Gross, The Managing of
Organizations:. The administrative

struggle (1964)
by Alvin Toffler, Future Shock (1970)




Deep Learning: Data

Information overload

infobesity, infoxication!

by Bertram Gross, The Managing of Organizations: The
administrative struggle (1964)

by Alvin Toffler, Future Shock (1970)

Seneca complained that
“the abundance of books is distraction”
in the 1st century AD!




Deep Learning: Data

INFORMATION IS KNO\/VISLEDGE

POWER

POWER




0.41 person

1.12 woman -0.11in

0.61 rides 028 in 0.57 rural

3.34 clephant 1.23 white 0.26 outdoors

-0.06 past 1.45 dress 0.42 blond

0.21 shop 0.06 standing 0.07 woman
-0.13 with -0.32 sits
3.58 tenmis <0.21 on
1.81 racket -0.12 roof
0.06 two -0.81 yellow
0.05 people 1.04 bmw
0.14in 2.30 vehicle
0.30 green 0.29 two
-0.09 behind 0.30 people
-0.14 her -0.10 inside

034 red 1.04 dog 0.26 man

-0.35 white 0.02 stands 031 playing

-0.44 blue 0.02 behind / 151 accordion

1.16 suv 1.47 fence -0.07 among

0.32 patrolling 0.01 looking -0.08 in

0.63 beach 0.02 at 0.42 public

0.36 shoreline 1.94 sheep 0.30 area

-0.00 on -0.09 in

0.05 cloudy 030 field

-0.09 day

-0.04 while

134 seagulls

-0.29 walk

0.10in

0.70 sand

Figure 5. Example alignments predicted by our model. For every test image above, we retrieve the most compatible test sentence and
visualize the highest-scoring region for each word (before MRF smoothing described in Section 3.1.4) and the associated scores (v} s;).
We hide the alignments of low-scoring words to reduce clutter. We assign each region an arbitrary color.

Deep visual-semantic alignments for generating image descriptions (2014)
A Karpathy, L Fei-Fei




Deep Learning

LipNet: Sentence Level Lipreading (2016)
Yannis M. Assael, Brendan Shillingford, Shimon Whiteson, Nando de Freitas e



Deep Learning

A Style-Based Generator
Architecture for Generative
Adversarial Networks (2018)

Tero Karras, Samuli Laine, Timo Aila
https://thispersondoesnotexist.com

Figure 2. Uncurated set of images produced by our style-based

generator (config F) with the FFHQ dataset. Here we used a varia-
tion of the truncation trick [0, 5, 32] with ¢» = 0.7 for resolutions °

4% — 322, Please see the accompanying video for more results.



Deep Learning

Recursively Summarizing Books with

: b
Human Feedback (2021) Alice’s zgdvlentclllres
Jeff Wu, Long Ouyang, Daniel M. Ziegler, 11 WOI‘“ erian
Nisan Stiennon, Ryan Lowe, Jan Leike, b 31\

g .- &L&. -~
Paul Christiano Le@h} Carroll



https://openai.com/blog/summarizing-books/
https://openai.com/blog/summarizing-books/

Deep Learning

Zero-Shot Text-to-lmage Generation
(2021) Aditya Ramesh, Mikhail Paviov,
Gabriel Goh, Scott Gray, Chelsea Voss,
Alec Radford, Mark Chen, llya Sutskever
https://openai.com/blog/dall-e/

DALL-E 2
Midjourney
Stable Diffusion

TEXT PROMPT
an illustration of a baby daikon radish in a tutu walking a dog

AI-GENERATED IMAGES
/ A

. - =

= ¥ 4

Edit prompt or view more images+

TEXT PROMPT

an armchair in the shape of an avocado [...]

AI-GENERATED IMAGES

ALK

Edit prompt or view more images +

TEXT PROMPT
a store front that has the word ‘openai’ written on it [...]

AI-GENERATED IMAGES



https://arxiv.org/abs/2102.12092
https://openai.com/blog/dall-e/
https://openai.com/dall-e-2/
https://www.midjourney.com/
https://beta.dreamstudio.ai/home

Deep Learning: pictures and video

v3 August 22 v4 November 22 v5 Mach 23

https://arstechnica.com/information-technology/2023/03/ai-imager-midjourney-
v5-stuns-with-photoredlistic-images-and-5-fingered-hands/ e



https://arstechnica.com/information-technology/2023/03/ai-imager-midjourney-v5-stuns-with-photorealistic-images-and-5-fingered-hands/
https://arstechnica.com/information-technology/2023/03/ai-imager-midjourney-v5-stuns-with-photorealistic-images-and-5-fingered-hands/

Deep Learning: music, speech

MusicLM: Generating Music
From Text (2023)
13 authors

MusiclLM
Elevenlabs
Whisper
PromptTT2

Multitask training data (680k hours)

English transcription
@< “Ask not what your country can do for "

-7 Ask not what your country can do for -+

Any-to-English speech translation

“El répido zorro marrén salta sobre -

7 The quick brown fox jumps over -+

Non-English transcription

< A o] 22t Li2cHER L ED We
7 o 9o 22t LiRichE HRL Yo ge -
No speech
a (background music playing)
7 o

Sequence-to-sequence learning

next-token

Transformer
Encoder Blocks

Sinusoidal
Encoding

2 x ConviD + GELU

Log-Mel Spectrogram

Multitask training format

START OF ')J

TRANSCRIPT |

~

previous
text tokens

} PREV H

Language X =X
identification Transcription

cross attention

(cross attenion )
S———
——
[— | —] -

T
}SOT ENJ[E8S

Tokens in Multitask Training Format

Time-aligned transcription

A

Transformer
Decoder Blocks

e,
Learned
S Positional
Encoding
0.0 | The |quick| ==~

I

LANGUAGE [begin (end | ... [begin | end |
TAG —\}THANSCFUBE L} ey J text tokens o e text tokens G

NO NO
SPEECH TRANSLATE. [ 111esTAMPS H text tokens
Custom vocabulary / E ) Yy
prompting R .
. Voice activity % X — English Text-only transcription
‘ special ‘ text timestamp df{f:g?" Translation (allows dataset-specific fine-tuning)
tokens tokens tokens



https://google-research.github.io/seanet/musiclm/examples/
https://blog.elevenlabs.io/enter-the-new-year-with-a-bang/
https://openai.com/blog/whisper/
https://speechresearch.github.io/prompttts2/

Deep Learning: coding, programming

% runtime.go

Evaluating Large Lanquage Models
Trained on Code (2021)
58 authors e et |

Til int

esults string
Failed bool

Codex func averageRuntimeInSeconds(runs []JRun) float64 {
-~ .. var totalTime int
COHlIOt var failedRuns int

. for _, run := nge runs {
Codewhisperer if run.Failed {

ChatG PT . ﬁ;?iiedRunSﬂ

totalTime += run.Time
i
}

averageRuntime := float64(totalTime) / float64(len(runs) - failedRuns) / 1000
return averageRuntime



https://arxiv.org/abs/2107.03374
https://arxiv.org/abs/2107.03374
https://openai.com/blog/openai-codex/
https://github.com/features/copilot
https://aws.amazon.com/codewhisperer/
https://openai.com/blog/chatgpt/

Deep Learning: coding, programming

Code as Policies: Lanquage Model

Programs for Embodied Control
(2022)
8 authors

User
Language < --- Stack the blocks on the empty bowl. @
Model -

l Policy Code

block_names = detect_objects("blocks")
bowl_names = detect_objects("bowls")
for bowl_name in bowl_names:
if is_empty(bowl_name):

empty_bowl = bowl_name

break
objs_to_stack = [empty_bowl]|+ block_names
stack_objects(objs_to_stack)

l def is_empty(name):

def stack_objects(obj_names):
n_objs = len(obj_names) ol
for i in range(n_objs - 1): =
obj0 = obj_names[i + 1]
obj1 = obj_names[i]
pick_place(objo, obj1)



https://code-as-policies.github.io/
https://code-as-policies.github.io/

Deep Learning: 3D objects

DreamFusion: Text-to-3D using 2D
Diffusion (2022)
4 authors

POINT-E

Magic3D



https://dreamfusion3d.github.io/
https://dreamfusion3d.github.io/
https://github.com/openai/point-e
https://deepimagination.cc/Magic3D/

Deep Learning: videos

Make-A-Video: Text-to-Video
Generation without Text-Video Data
(2022)

Uriel Singer, Adam Polyak, Thomas
Hayes, Xi Yin, Jie An, Songyang Zhang,
Qiyuan Hu, Harry Yang, Oron Ashual,
Oran Gafni, Devi Parikh, Sonal Gupta,
Yaniv Taigman

Make-a-video
VEED.IO
GliaStudio
Sora (video)

N Meta Al



https://arxiv.org/abs/2209.14792
https://arxiv.org/abs/2209.14792
https://makeavideo.studio/
https://www.veed.io/
https://www.gliacloud.com/en/
https://openai.com/sora
https://www.youtube.com/watch?v=TU1gMloI0kc

Deep Learning: language

O We Prompted ChatGPT to be a Translation Manager o ~»

Wéf(f?w‘%¥8' P<fare

-

Additionally] there can be cultural

differancas betweenlanguages
> 1:39/ 4:25 & YouTube 2

MORE VIDEOS

Example of using ChatGPT, Synthesia and Descript.

https://slator.com/we-prompted-chatgpt-to-be-a-translation-manaager/



https://openai.com/blog/chatgpt/
https://www.synthesia.io/
https://www.descript.com/
https://slator.com/we-prompted-chatgpt-to-be-a-translation-manager/

Deep Learning: multimodal

Language Is Not All You Need:

Aligning Perception with g
Language Models (2023) 3
14 authors 3 An image of
g a girl blowing out a
candie on her birthday
K cake.
y
Kosmos-1 il

>

Unified-10 2

Input Prompt

Question: What is on the

pillowcase? Answer:

pillow case.

()

Completion

a Texas Longhorns

[N ——
Question: What coffee Question; What is inside
An image of shop is in the background?  thjs canned good? Answer:
Answer:
a group of people Starbucks Corn
posing for a wedding
photo.

(2) (3) (4)

An image of

An image of

Question: What Is the title
of this book? Answer:

a parking sign that says
“"Waiting? Please turn off
your engine."

6 (7) (8)

A Fine, Fine School Hope you have done it

Hege 7‘.-1‘};-,4' Apwe o
=0 =


https://arxiv.org/abs/2205.05131
https://arxiv.org/abs/2205.05131
https://arxiv.org/abs/2205.05131
https://unified-io-2.allenai.org/

Deep Learning: dubbing

0:42/115 @@ &

Example of translating, dubbing and changing facial expressions by

HeyGen c



https://twitter.com/i/status/1699908193764380841
https://twitter.com/i/status/1699908193764380841

Deep Learning: robotics

Atlas from Boston Dynamics



https://www.youtube.com/watch?v=-e1_QhJ1EhQ

Language-centered Al

a



Al overview

Al techniques/methods: ML, DL, RL, etc.
Functional applications:

o Language Technology

o vision

o robotics

o Data Science
Fields of application:

o Health, public administrations, tourism, internet,
technological surveillance, security, etc.




.1 of ACL: submissions, reviewers, SACs and ACs

—— SACs and Acs Reviewers Submissions

Language Technology "

>80% unstructured digital information
Text (multilingual), audio, video e e

Natural Language Processing is the area of
Artificial Intelligence that deals with written and <
spoken (or sign) language R

Automatic Translation
Extraction and Recovery of information
Speech Recognition and Synthesis
Conversational systems (chatbots)




Large Language Models

Explaining a joke

Prompt
Explain this joke:
Joke: Did you see that Google just hired an eloquent whale for

their TPU team? It showed them how to communicate between two
different pods!

Model Response

Prediction: TPUs are a type of computer chip that Google uses
for deep learning. A "pod" is a group of TPUs. A "pod" is also a
group of whales. The joke is that the whale is able to
communicate between two groups of whales, but the speaker is
pretending that the whale is able to communicate between two
groups of TPUs.

PaLM explains an original joke with two-shot prompts

PaLM: Scaling Language Modeling with Pathways (2022)
Aakanksha Chowdhery, + 67 authors _ Experts, Data, HPC °



Large Language Models

LOGICAL INFERENCE CHAINS

SEMANTIC PARSING COMMON-SENSE REASONING

PROVERBS PATTERN RECOGNITION
ARITHMETIC TRANSLATION
CODE COMPLETION DIALOGUE
JOKE EXPLANATIONS
READING COMPREHENSION PHYSICS QA

SUMMARIZATION LANGUAGE UNDERSTANDING

540 billion parameters

PaLM: Scaling Language Modeling with Pathways (2022)
Aakanksha Chowdhery, + 67 authors _ Experts, Data, HPC e



Large Language Models

LANGUAGE MODEL SIZES TO MAR/2023

Luminous
200B

PalLM
PaLM-Coder
Minerva
Med-PaLM

Jurassic-1 Flan-PaLM
U-PaLM

1ss Flan-U-PaLM
Med-PalM 2

4 Parameters

. Al lab/group

Available

O Closed

%7 Chinchilla scale

LaMDA

LaMDA 2
Bard

Flamingo
80B*

BLOOM
BLOOMZ GLM-130B

1768 ChatGLM-6B

OPT-175B
BB3 GPT-4

OPT-IML Undisclosed
175B

Beeswarm/bubble plot, sizes linear to scale. Selected highlights only. *Chinchilla scale mea ect.ai ‘.'i
& LifeArchitect.ai/models


https://lifearchitect.ai/models/

Large Language Models

2023-2024 OPTIMAL LANGUAGE MODELS

@ y o
201 2911 \
e /

2441
Google DeepMind Gemini
LLaMA1 GPT-4 l Anthropic Claude-Next
OpenAl GPT-5

Amazon Olympus

Other stealth projects
>2T
201

InternLM
221 Estimate 1.76 T MoE 104B
16:1 \
& Parameters Falcon 180B \
180B
‘ Al lab/group 2011 \

Available
Moss \ /
( > Closed 208
271 5
Bubble plot, size: . \ /

s linear to scale. Selected highlights only. *Chinchilla scale means tokens:parameters ratio 211:1. https://lifearchitect.ai/chinchilla/ Alan D. Thompson. 2023. https://lifearchitect.ai/

¢ LifeArchitect.ai/models



https://lifearchitect.ai/models/

Large Language Models

GPT-4 ‘ g ion 2 QT ' ~ Olympus
1.76T MoE 1T PARVioPZ))

e Nano @ XS @ Small @ Medium Large
Mamba 2.8B Pythia 12B Palmyra 20B Command 52B Yuan 2.0 102.6B

phi-2 2.7B Mistral 7B c12 StableLM 65B InternLM 104B
Zephyr 7.3B Retro 48B 65B Jurassic-2
Gauss MPT-30B Luminous Supreme Falcon 180B
StripedHyena 7B 33B Llama 2 o]z} Claude 21
@ rorameters Persimmon-8B Yi-34B Perplexity 70B Online Mistral-medium
DeciLM-7B Mixtral 8x7B Qwen-72B
. Al lab/group SOLAR 10.7B DeepSeek 67B
OLMo 7B

Sizes linear to scale. Selected highlights only. All models are available. All models are Chinchilla-aligned (20:1 tokens:parameters) https://lifearchitect.ai/chinchilla/ All 200+ models: https://lifearchitect.ai/models-table/ Alan D. Thompson. 2023-2024.

& LifeArchitect.ai/models



https://lifearchitect.ai/models/

Large Language Models

1 l Large-scale language model pretraining
Training on code .
l_ GPT-3 Initial _l Instruction tuning
GPT-3 Series Codex Initial 7 InstructGPT Initial

v |

l LM + code training then instruction tuning

GPT-3.5 Series l Supervised instruction tuning

RLHF li _l RLHF

https://vaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-
of-Language-Models-to-their-Sources-b9a57ac0fcf74f30alab9e3e36faldc1



https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1
https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1

LLMs: Zero-shot

WALL-E giving potted plant to EVE

t t t t t t

% Multimodal Large Language Model (MLLM)

t t t t t

An image of WALL-E giving potted plant to

Embedding

(a) Zero-shot learning




LLMs: few-shot

Rubik's Cube
O Multi
@ ultimodal Large Language Model (MLLM)
Question: what did 1 1 Question: What's
1 1 WALL-E give EVE? . in WALL-E'’s
Embedding Answer: potted plant Embedding hand? Answer:

(b) Few-shot learning




Language Agents

Fine-tuning g/— Code ‘/\ ) Evaluation

Execution .~ _
B \ D|a|03ue
External \ _ Flows
Knowledge Y @
Base . 4,
\ | *
\
V\ 4 Agey\ts
C ®V""‘€F§:§%ﬁmj‘&%"’@\ (# f"« (f V -' )

f T < - Q
—> | LM |—N—>

el " Protective
K Guardrails

Eng?ne_e_ﬁng

LLM ecosystem components.



https://www.pinecone.io/learn/llm-ecosystem/
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https://european-language-equality.eu/




Reports Al & LT

The Al index
State of Al
Al watch
OECD.A|

e European Language Equality



https://aiindex.stanford.edu/
https://www.stateof.ai/
https://ai-watch.ec.europa.eu/
https://oecd.ai/
https://european-language-equality.eu/




Ssummary

e Unthinkable Al applications just a few years ago
e Even more amagzing results in the near future (day by day)
e Experts, Supercomputing, Data ...

e Resources (funding) Experts, Supercomputing, Data ...
e Coordination and cooperation (EU, national, regional)
o Administration, academiaq, technology centers, companies
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