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1. Introduction
A conversational agent (CA), or dialogue system,
is a computer system that, by using speeches,
graphics, haptics or even gestures, is able to
converse with human beings.

Since the first speaking dialogue system was
issued by DARPA in 1977, Conversational Agents
have been incredibly improved. Nowadays,
Conversational Agents are divided in two types:
Task-oriented CA and non-task oriented CA.

Regarding to Task-oriented conversational
agents, these are software components based on
artificial intelligence that are able to simulate
an intelligent conversation with their users. We
often use them in our everyday life as we operate
with tools and systems that employ them, say
Siri, Interfaces to Cars, Robots, etc.

Respecting to non-task oriented CA, we have
chatbots. A chatbot (also known as chat robot,
talk bot, chatterbot or chatterbox), is an artificial
conversational entity that allows a computer
program to communicate with a live human
agent by simulating a real conversation. In
order to get this, chatbots converse through
text or text-to-speech messaging using a natural
language, for instance, English.

In the following lines you will be able to find
information and increase your knowledge about
non-task oriented conversational agents and its
functioning.

2. Chatbot architecture
The base of a chatbot is the Natural Learning

Understanding(NLU) and the Natural Learning
Process(NLP).

The input that the user gives to the bot has to
be treated so that the bot understands it. NLU
would take care of correcting and restructuring
the data to later identify the users intention using
NLP.

The NLU divides the input in segments based
on linguistic rules creating patterns that later
the NLP will have to process. This pattern will
change based on the use and the aim that will
have the answer that the bot will give.

Once that the NLU creates the patterns that
the bot will have to process, the NLP will have
to identify the intention to give an answer to
the user. If the bot is a task-based bot, will
find an answer that helps the user in that task.
Whereas if it is a non-task based bot, will only
give a general response for continue with the
conversation.

Figure 1: General scheme of chatbot functioning

An non-task oriented conversational AI, or
a chatbot, needs a previous training to fill its
data-base. That training can be made manually
or automatically. Manual training involves do-
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main experts creating a list of frequently asked
questions and mapping its answers. On the other
hand, automated training will require providing
the chatbot with information documents or other
Q&A type documents to ask the robot to train
itself.

3. Non-Task Oriented Chatbots
3.1. Rule-based chatbots

Rule-based chatbots , also named as decision-
tree bots, use a database of responses and a set
of rules to give an appropriate response. They
are able to hold basic conversations based on
“if/then” logic and cannot generate their own
answers. However, with an extensive database
of answers and smartly designed rules, they can
respond consistently.

ELIZA simulates a Rogerian psychotherapist
and was created by Joseph Weizenbaum to
”demonstrate that the communication between
man and machine was superficial”. Evidently, he
did not anticipate the success of the program and
many people who interact with ELIZA attributed
human feelings to the machine.

The script that powers ELIZA is relatively sim-
ple. It assigns a value to each word of the user
input sentence and uses the values to reorder the
words.

Figure 2: A simplified sketch of the Eliza Algo-
rithm

For example, the sentence ’I want to run away
from my parents’ attributes low values to pro-
nouns (I) and the highest value to the actual ac-
tion (run away from my parents). This allows the

program to know exactly how to change the sen-
tence to a question.

Figure 3: Example of how ELIZA works

ELIZA’s framework is still used today; modern
chatbot system tools, like ALICE, are based
on updated versions of ELIZA’s pattern/action
architecture.

ALICE stores knowledge about conversation
patterns in AIML. AIML (Artificial Intelligence
Mark-up Language) is derivative of Extensible
Mark-up Language (XML). The AIML system
progressively stores information about a person
during a conversation. This enables ALICE to
create the illusion of knowledge, by responding
in conversation in different ways according to a
person’s age, gender and location.

Categories are the basic unit of knowledge in
AIML. Each category is a rule for matching an in-
put and converting it to an output. It consists of
a pattern label, which represents the user input,
and a template label, which represent the chatbot
answer.

Figure 4: AIML example
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Figure 5: ALICE conversation example

3.2. AI chatbots

AI or corpus-based chatbots that use machine
learning understand the context and intent of a
question before formulating a response. These
chatbots generate their own answers to more
complicated questions using natural-language
responses. The more you use and train these
bots, the more they learn and the better they
operate with the user.

These chatbots are divided in two main
groups providing their architectures: information
retrieval and machine learned sequence trans-
duction. They have similarities with rule-based
chatbots due to little modeling of the conver-
sational context they do. Alternatively, they
focus on generating a single response turn that
is appropriate given by the user’s immediately
previous comment. Because of this reason, they
are also called response generation systems.
Corpus-based chatbots are quite similar to ques-
tion answering systems, which ignore the context
when they focus on single responses.

3.2.1. IR-based chatbots

The way these chatbots work is responding to
the issues they get by repeating another response
from a corpus of natural text. What makes a dif-
ference, is how they choose the corpus and how
it is decided what it is appropriate information to
copy.

For instance, is usual to collect information of
human conversation from the social networking
sites. What is more, there is also conversational
data taken from the chatbots put into practice.

In order to choose the appropriate response,
chatbots can use any retrieval algorithm, but the
two simplest methods are the following.

Return the response to the most similar
turn: The user gives a query q and a conversa-
tional corpus C, and the algorithm finds the turn
t in C that is most similar to q and return the fol-
lowing turn, that is the human response to t in
C.

r = response

(
argmaxt∈C

qT t

||q||t||

)

Return the most similar turn: The user gives
a query q and a conversational corpus C, and the
algorithm returns the turn t in C that is most sim-
ilar to q.

r = argmaxt∈C
qT t

||q||t||

3.2.2. Sequence to sequence

In these types of chatbots the system learns
from a corpus to transduce a question to an
answer.

This idea was developed by using phrase-based
machine translation. Nevertheless, task response
generation was different from machine trans-
lation. In the last one, they tend to align well
with each other, however, the user utterance
may share no words or phrases with a coherent
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response.

Figure 6: A sequence to sequence model

One of the tendencies of sequence to sequence
model is to produce repetitive and predictable
responses like “I’m OK”. These responses often
tend to finish the conversation between the
user and the bots. This can be addressed by
using adversarial networks, to learn to choose re-
sponses that make the conversation more natural.

3.3. Ruled-based Chatbots vs AI Chatbots

Depending on on the purpose, the task, the
budget... it will be better to choose one type of
chatbot or the other.

3.3.1. Advantages of a rule-based chatbot

While rule-based bots have a less flexible
conversational flow, these guard rails are also
an advantage. You can better guarantee the
experience they will deliver, whereas chatbots
that rely on machine learning are a bit less
predictable.

• Generally faster to train.
• Integrate easily with legacy systems.
• Are highly accountable and secure.
• Can include interactive elements and media.
• Are not restricted to text interactions.
• Cheaper than IA Chatbots.

3.3.2. Advantages of a AI chatbot

These chatbots, work well for companies that
will have a lot of data. Although they take
longer to train initially due to their complexity,
AI chatbots save a lot of time in the long run.

• Learn from information gathered
• Continuously improve as more data comes in
• Understand patterns of behaviour

• Have a broader range of decision-making
skills
• Can understand many languages

4. Frameworks
4.1. Rasa

Rasa is an open source machine learning
framework for building chatbots that can be
deployed anywhere. Rasa has three main compo-
nents, Rasa NLU, Rasa Core and Rasa X.

Rasa NLU understands user messages and
detects Intent and Entity in the message. We can
consider intent as the objective of the user input.
For example, the sentence “What’s the weather
like tomorrow ?” has request weather intention.

Figure 7: Intent example

At the same time, entity recognize information
that helps to understand the sentence.

Figure 8: Entity example

In this example, kitchen and location are two
extracted entities.

Rasa Core is responsible for holding a contex-
tual conversation and predicts the best answer
based on the Rasa NLU, conversation history and
training data.

Rasa X is a tool designed to learn from real
conversation and improve your assistant. How-
ever, using this tool is optional.

When you install rasa in your computer “pip
install rasa” and you create a new project “rasa
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Figure 9: Rasa core example

Figure 10: Rasa X

init” the following files will be created:

• actions.py: Code for your custom actions
• config.yml: Configuration of your NLU and

Core models
• credentials.yml: Details for connecting to

other services
• data/nlu.md: Your NLU training data
• domain.yml: Your assistant’s domain
• endpoints.yml: Details for connecting to

channels like FB messenger
• models/¡timestamp¿.tar.gz: Your initial

model.

If you want to train using your own custom
data, you have to create new intents and entities
in data/nlu.md file. On one hand, intents are
specified with ##intent:name of intent followed
by a list of question for the intent;

On the other hand, entities are specified inside
each question with [value] (name of entity):

In addition, if you want to train your model,
you can just execute “rasa train nlu” command

Figure 11: Rasa intent example

Figure 12: Rasa entity example

and it will look for NLU training data files in
the data folder and save a trained model in the
model folder.

Finally, you can test your own model executing
“rasa shell nlu” command

4.2. Dialogflow by Google

Dialogflow is a Google-owned developer of
human-computer interaction technologies based
on natural language conversations. It is used
to design and integrate a conversational user
interface into mobile apps, web applications,
devices, bots, interactive voice response systems,
and so on.

Its Standard Edition is totally free and it allows
you to build and train your own Chatbot. You
just need to sign up on the platform or login with
a Google Account and, after doing that, you are
able to create different Conversational Agents for
different purposes.

Regarding how it works and how it is trained,
you need to create different intents to map what
the user says and what the agent does by entering
examples of what you might expect a user to ask
for. For example, if you were creating a weather
agent, you would have to include questions about
locations and different times. The more examples
you provide, the more ways a user can ask a
question expecting the agent to understand.
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For instance, if you want your agent to under-
stand a question about the weather forecast, you
will have to enter this kind of examples:

• What is the weather like today
• What is the weather supposed to be
• Weather forecast
• Weather for tomorrow
• Weather forecast in San Francisco

The words highlighted in the previous exam-
ples are the parameters of the indent. In this case
“today” and “tomorrow” are date parameters and
“San Francisco” is a place parameter.

It is so important to integrate parameters in
new indents because they allow Dialogflow to
understand exactly what the user is asking (f.e.
in the previous indent the agent would be able to
distinguish if we want to get information about
the local weather forecast or the San Francisco’s
forecast).

After creating some message examples, you
can add different responses so the agent doesn’t
remain in silence everytime the user asks for
something. For instance, if we are creating
answers for questions about weather, we could
enter this responses:

• Sorry I don’t know the weather
• I’m not sure about the weather on $date
• I don’t know the weather for $date in $geo-

city but I hope it’s nice!

In the previous examples, the parameters have
the ‘$’ prefix. Due to those parameters, the agent
will be able to insert the dates and the places that
are mentioned in the request. When the agent
answers, it will take into account the amount of
parameters mentioned in the user’s request in
order to choose a correct answer.

After creating different indents, you are able to
try out your agent’s functioning in the platforms
console. You can enter requests that are a lit-
tle different to the examples you provided in the
Training phase.

5. Conclusion
To sum up, we can say that Conversational

Agents are becoming very popular lately. The
most used ones are the task-oriented agents, be-
cause the main objective of these agents is to ease
the simple tasks of smartphones or car displays.

These bots are more complicated to train com-
pared to non-task oriented agents, as these others
are created just to have conversations with the
users.

After seeing all the improvements that the chat-
bots have had during these last years, we can con-
clude that they are getting closer and closer to
human beings.

With time it will be more difficult to differen-
tiate if we are speaking to a human or to a com-
puter.
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