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“
¿WHAT ARE INTERACTIVE 

FICTION (IF) GAMES?
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Fully text-based simulation environments where a player 
issues text commands to effect change in the environment and 

progress through the story



GOAL: test the efficiency of autonomous 
Reinforcement Learning agents playing IF games.

Combinatorial Action 
Space

Decision making 
+

Natural Language 
Processing

(7004 = 240 billions)

Commonsense 
Reasoning

Open the chest?
or

Eat the chest?

Knowledge 
Representation

Travel through the 
world 

Keeping track of 
objects

CHALLENGES:
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Jericho
- Open source
- Infocom games
- More accessible for 
existing agents
- Point-based scoring 
sistem

Handicaps:
1. Fixed random 

seed
2. Load, Save
3. Game templates 

and vocabulary
4. World object tree 

representation
5. World change 

detection

4



Algorithms
DRRN:
- Choice-based
- Single-game
- Based valid actions
- Update sampling 
minibatch
- Uses Jericho‘s 
handicaps

TDQN:
- Parser-based
- Single-game
- Templete based
- Supervised binary 
cross entropy loss
- Uses Jericho‘s 
handicaps

NAIL:
- Parser-based
- General-game
- Manually heuristic
- Web-based to decide
- No handicaps
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Experiments
Agents were evaluated across a set of 32 games
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Agent RAND NAIL TDQN DRRN

Completion 
rate (%)

1.8 4.9 6.1 10.7

Results

Tree difficulty tiers:
- Possible games
- Difficult games
- Extreme games
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Agents result for Zork 1

Game |T | |V| RAND NAIL TDQN DRRN Max 
Score

Zork 1 237 697 0 10.3 9.9 32.6 350

Example with Zork1

- 5 runs of each
algorithm
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Conclusions
● The fact that DRRN, the choice-based agent, 

outperformed TQDN, shows the difficulty of 
language generation.

● DRRN and TDQN were trained and evaluated on 
individual games, still far from a truly 
general-purpose agent

● TDQN algorithm computes independent Q-values 
for words and templates, conditional generation is 
an improvement yet to be explored.
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QUESTIONS?
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